Interactions between TGF-dependent and myogenic oscillations in tubular pressure and whole kidney blood flow in both SDR and SHR
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Interactions between TGF-dependent and myogenic oscillations in tubular pressure and whole kidney blood flow in both SDR and SHR. Am J Physiol Renal Physiol 290: F720–F732, 2006. First published October 11, 2005; doi:10.1152/ajprenal.00205.2005.—We previously showed that nonlinear interactions between the two renal autoregulatory mechanisms (tubuloglomerular feedback and the myogenic mechanism) were observed in the stop flow pressure (SFP) and whole kidney blood flow data from Sprague-Dawley rats (SDR) using time-invariant bispectrum analysis (3, 4). No such nonlinear interactions were observed in either SFP or whole kidney blood flow data obtained from spontaneously hypertensive rats (SHR). We speculated that the failure to detect nonlinear interactions in the SHR data may be related to our observation that these interactions were not continuous and therefore had time-varying characteristics. Thus the absence of such nonlinear interactions may be due to an inappropriate time-invariant method being applied to data that are especially time varying in nature. We examine this possibility in this paper by using a time-varying bispectrum approach, which we developed for this purpose. Indeed, we found significant nonlinear interactions in SHR (n = 18 for SFP; n = 12 for whole kidney blood flow). Moreover, the duration of nonlinear coupling is found statistically to be longer (P = 0.001) in SFP data from either SDR or SHR than it is in whole kidney data from either type of rat. We conclude that nonlinear coupling is present at both the single nephron as well as the whole kidney level for SDR and SHR. In addition, SHR data at the whole kidney level exhibit the most transient nonlinear coupling phenomena.

Pharmacological systems often exhibit complex time-dependent behavior. The beating of the heart, respiration, the organized activity of the nervous system, the 24-h rhythm, the menstrual cycle, and oscillations in the system regulating renal blood flow (9, 16) are examples. Physiological systems consist of components that usually exhibit nonlinear behavior; a list of examples may include simple enzymes following Michaelis-Menten kinetics, membrane transporters, intracellular signal cascades and regulatory networks, neurons, networks of neurons, and gene expression. A question at issue in each case is whether nonlinear interactions occur among such components. Nonlinear interactions may be defined as those that arise either from the coupling of two nonlinear systems, where the coupling is either linear or nonlinear (e.g., the Poincaré oscillator), or from the nonlinear coupling of two linear systems (11). The reason for the interest in the detection of nonlinear interactions is that they can give rise to a number of system properties, including chaos, synchronization, and frequency modulation (14), which may be physiologically important, and which do not occur in linear systems.

We presented evidence for nonlinear interactions between tubuloglomerular feedback (TGF) and the myogenic mechanism. These regulatory systems combine to produce autoregulation of renal blood flow and glomerular filtration rate (2, 4, 6, 19, 20, 22–25, 27). Most of this work has used methods that assume the properties of the signal being analyzed do not vary with time. For a signal with an oscillation, the condition of time invariance (also termed stationarity) means that the frequency of the oscillation does not change with time. We have shown that time invariance is not satisfied in the kidney (4, 19, 20, 22, 27). In this paper, we offer a new method for the analysis of time-varying nonlinear interactions in the renal circulation and apply it to experimental data. The method was developed in the course of our work on the kidney, but the development is quite general, and the method could be applied to other systems.

Because time series can be approximated as the sum of sine and cosine terms, they can be characterized in terms of their frequency and phase. Quadratic frequency coupling and quadratic phase coupling are manifestations of nonlinear interactions (21). Frequency and amplitude modulations are the common examples corresponding to the quadratic frequency coupling and quadratic phase coupling phenomena, respectively. When there is quadratic frequency coupling between the characteristic and the modulation frequency, the power spectrum contains a third peak at a frequency that is either the difference or sum of these two frequencies. With phase coupling, the phase associated with the additional peak is the sum of the two phases associated with the two frequencies. In addition, the self-coupling peak, while physically meaningless, can also occur with both quadratic frequency and phase coupling (21). The power spectrum, being a linear approach, is unable to determine whether a third peak that is either the difference or sum of the two frequencies is due to quadratic frequency, phase coupling, or both. Therefore, nonlinear methods are needed to determine the presence of quadratic frequency and phase coupling. The definition of quadratic phase coupling implies the presence of frequency coupling. However, quadratic frequency coupling can occur without associated quadratic phase coupling. Quadratic frequency and phase coupling are phenomena that arise from the transformation of time series into the...
frequency domain. They are not descriptions of specific kinds of interactions, which require mechanistic models to identify.

Analytic methods such as Volterra analysis and the bispectrum can be used to test whether harmonically related peaks are the result of nonlinear interactions. Volterra analysis can only be used to determine quadratic frequency coupling, whereas the bispectrum provides evidence of coupling if the conditions of quadratic frequency and phase coupling are both satisfied. For example, for the time-invariant bispectrum, each of the harmonically related peaks will be characterized by statistically independent random phases. The procedure involved in the computation of the bispectrum, which involves statistical averaging of many segments of the bispectrum, will result in a zero value as random phases will cancel out. This phenomenon of a zero bispectrum value is also true for quadratic frequency coupling alone using the time-invariant bispectrum. However, if the third peak generated by the sum or difference of the two peaks is generated by true nonlinear interactions, phase coherence exists and the statistical averaging will not result in a zero bispectrum value (21). Therefore, for a peak to appear in the time-invariant bispectrum, both quadratic frequency and phase coupling must occur. The time-varying bispectrum, because it involves estimation of the bispectrum for each time instant, can only detect quadratic frequency coupling and not phase coupling. As is the case with the time-invariant bispectrum, only the two frequencies responsible for generation of a peak due to the sum or difference of their frequencies (but without an additional phase coupling requirement) will appear in the time-varying bispectrum. A special case occurs in which a self-coupling peak may also appear in a time-varying bispectrum. Summarizing, quadratic phase coupling detection using the time-invariant bispectrum or quadratic frequency coupling in the time-varying bispectrum are both manifestations of nonlinear interactions.

Using Volterra analysis, we previously showed nonlinear interactions between the myogenic mechanism and TGF at the level of the whole kidney blood flow in normotensive rats using randomly forced arterial pressure fluctuations (3). Most recently, using time-invariant bispectral analysis, we detected nonlinear interactions between the two autoregulatory mechanisms in the stop flow tubular pressure recordings obtained from normotensive rats, but not in spontaneously hypertensive rats (SHR) (4). The Volterra analysis method was not used in either that study or the present one because it requires a broadband signal to ensure fidelity of the results, and data from single nephron measurements do not necessarily satisfy this requirement.

With the time-invariant method of bispectral analysis, we were able to detect nonlinear interactions between TGF and the myogenic mechanism in normal Sprague-Dawley rats (SDR), but not in SHR, which have a genetic form of hypertension (4). There is no evidence we know of that either TGF or the myogenic mechanism is inactive in SHR, and our inability to detect nonlinear interactions is more likely due to a shortcoming of the analytic method. Blood flow and renal tubular pressure records from SHR contain irregular, chaotic-like interactions in the TGF fluctuations (24, 25), and it seems likely that these irregular fluctuations increase the time variance of the interactions. Another reason for our inability to detect nonlinear interactions may be that the magnitude of the myogenic oscillation is considerably smaller in SHR than in normotensive SDR (4).

Two studies using time-varying spectral analysis on renal blood flow data revealed nonstationary dynamics of the renal autoregulatory mechanisms (4, 27) with SHR exhibiting greater nonstationarity than SDR. Both the bispectrum and Volterra analyses used to detect nonlinear interactions in the whole kidney blood flow and tubular pressure data are time-invariant methods. We were limited to these time-invariant methods because no reliable time-varying methods were available. It is likely, then, that the time-invariant methods used in the past to detect nonlinear interactions may not be appropriate to detect possible transient interactions, especially in SHR. Thus the goals of the present study were 1) to develop a high-resolution and high-fidelity time-varying bispectral method, 2) to use this new time-varying bispectral method to determine whether there are nonlinear interactions between the two renal autoregulatory mechanisms in SHR at the level of whole kidney blood flow as well as single-nephron tubular pressure data, and 3) to verify that the presence of nonlinear interactions previously observed in SDR data using time-invariant methods is still found when using the new time-varying method.

METHODS

Experimental Methods

All experiments were performed under protocols approved by The Institutional Animal Care and Use Committee at Brown University and The University of South Florida, in accordance with The National Institutes of Health policy on the care and use of laboratory animals. All experimental data were from previous studies (2, 10). To obtain measurements of proximal tubule stop flow pressure (SFP) in SDR (240–300 g) and SHR (12 wk old), the subjects were anesthetized with halothane administered in an oxygen-nitrogen mixture and were artificially ventilated after the administration of a muscle relaxant. The left kidney was exposed. Tubular flow was interrupted with bone wax in a selected proximal tubule. Intratubular hydraulic pressure proximal to the wax block was measured with a micropipette (1- to 3-μm diameter) attached to a servo-nulling pressure circuit. For measurement of whole kidney blood flow, an electromagnetic flow probe was placed around the left renal artery. Arterial pressure was measured in the superior mesenteric artery while broadband fluctuations were induced into the distal aorta (10). Arterial pressure, proximal tubular pressure, and renal blood flow were recorded simultaneously on a TEAC R-61 4-channel cassette data recorder for off-line analysis. The interval of recording ranged from 15 to 20 min. The recorded data were replayed through an electronic low-pass filter with a roll-off frequency of 1.5 Hz, and sampled digitally at 4 Hz for tubular pressure, and at 1 Hz for renal blood flow.

Data Analysis

We further limited the data bandwidth to 0.5 Hz from the experimental sampling rate of 4 Hz for both tubular pressure and the whole kidney blood flow (by downsampling by a factor of 4 after low-pass filtering at 0.5 Hz) to focus more on the frequency bands of interest to autoregulation. We analyzed 15 SFP data records for SDR and 18 for SHR. In addition, 12 whole kidney blood flow recordings were used for each type of rat, SDR and SHR. Each time series, consisting of 750–2,400 data points, was subjected to linear trend removal (fitting a first-order least squares-error polynomial to the data and subtracting it from the data record), demeaned (by subtracting out the mean value), and normalized to unit variance (18).
Spectral analysis. Time-invariant power spectra for tubular pressure data were obtained using the modified covariance autoregressive (MDCOVAR) spectrum (18), defined as:

$$S_u(f) = \frac{T_p}{1 + \sum_{n=1}^{P} a(n) \exp(-j2\pi fnT)^2}$$

where \(a(n)\), a constant value, is an estimate of the driving noise variance, \(T\) is the sampling interval, and \(a(n)\) are the autoregressive (AR) parameter estimates. The model order \(P\), which determines how many of the \(a(n)\) terms are necessary to obtain the most essential periodic components in the signal, was determined using a model order criterion recently developed in our laboratory, known as the optimal parameter search (OPS) (17). The MDCOVAR spectrum involves extraction of a few \(a(n)\) parameters that characterize essential periodic components in the data, followed by the computation of Eq. 1 to obtain the power spectrum. The MDCOVAR spectrum was used instead of the classic power spectrum because it is less data-length dependent and provides higher frequency resolution (18).

To determine whether nonlinear interactions occur between the myogenic mechanism and TGF for the whole kidney blood flow data and single nephron tubular pressure data, time-varying bispectral analyses were performed. Unlike the time-invariant and time-varying power spectrum, a time-varying bispectrum is a useful tool for detecting and quantifying the presence of time-varying quadratic frequency coupling (QFC), a phenomenon in which two components interact and generate a third component with a frequency equal to the sum or difference of the two components. The goal of this work is to overcome this limitation and to determine whether there are time-varying QFC phenomena in the blood flow and tubular pressure data.

The time-varying bispectrum can be estimated using either Fourier Transform (FT) approaches or model-based approaches such as the AR process. For our analysis, we used a time-varying AR bispectrum as AR approaches have been shown to provide higher-resolution QFC detection than do FT-based methods (21). Details regarding the implementation of the time-varying AR bispectrum are provided in the APPENDIX. It should be noted that the time-invariant bispectrum detects only the phase-coupled frequencies, due to averaging of the third-order cumulant sequences as provided by Eq. A5 in the APPENDIX. With the time-invariant bispectrum, due to this averaging process, any frequency coupling without phase coupling will not appear in the bispectrum plot. However, with the time-varying bispectrum, because of the nature of its design, only frequency coupling can be detected (as it is a time-varying algorithm, averaging cannot be done, thus only frequency coupling can be detected). An additional difference between time-invariant and time-varying bispectrum is that the former is a three-dimensional \([f_1, f_2, \text{and \ magnitude}]\) plot, whereas the latter involves a four-dimensional \([t, f_1, f_2, \text{and \ magnitude}]\) plot. The presence of either frequency or phase coupling indicates that the system is nonlinear, and the presence of phase coupling provides additional information about the time nature of the system. The quadratic phase coupling or frequency coupling can be seen by passing the signal

$$x(t) = A_1 \cos(2\pi f_1 t + \phi_1) + A_2 \cos(2\pi f_2 t + \phi_2)$$

where \(A_1\) and \(A_2\) are constants, through the following quadratic zero-memory nonlinear system

$$y(t) = ax(t) + bx^2(t)$$

in which \(a\) and \(b\) are also constants. The output of the quadratic system \([y(t) = ax(t) + bx^2(t)]\) contains cosine terms with the following frequencies and phases: \((f_1, \phi_1), (f_2, \phi_2), (2f_1, 2\phi_1), (2f_2, 2\phi_2), (f_1 + f_2, \phi_1 + \phi_2),\) and \((f_1 - f_2, \phi_1 - \phi_2).\)

Such a phenomenon that gives rise to the sum or difference of phases with the same relationship to that of the frequencies is called quadratic phase and frequency coupling. If only one sinusoidal term, \((f_1, \phi_1),\) is passed through the quadratic nonlinear system without the linear term in Eq. 3, only the component \((2f_1, 2\phi_1)\) will result at the output. This case exhibits only self-phase and self-frequency coupling. This indicates the presence of a zero-memory nonlinear system.

**RESULTS**

**Simulation Example**

With the use of a simulation example, we demonstrate the concept of phase coupling and frequency coupling via the time-invariant bispectrum and time-varying bispectrum, respectively. Consider a signal with 1,024 data points in which the first 512 s of the signal are expressed as:

$$y(k) = \sin(2\pi f_1 k + \theta_1) + \sin(2\pi f_2 k + \theta_2) + \sin(2\pi (f_1 + f_2) k + \theta_3) + \sin(2\pi (f_1 - f_2) k + \theta_4)$$

where \(f_1 = 0.1\) Hz, \(f_2 = 0.04\) Hz, \(f_3 = 0.27\) Hz, and \(f_4 = 0.2\) Hz and \(\theta_1, \theta_2, \theta_3, \theta_4, \theta_5, \theta_6,\) and \(\theta_7\) were randomly selected from a uniform distribution on \([0, 2\pi]\). Note that while the first half of the signal contains only frequency pair that is both frequency and phase coupled \((f_1 + f_2)\) in Eq. 5 and one pair that is only frequency coupled \((f_2 + f_3)\) in Eq. 3, the second half only contains one frequency pair, which is both frequency and phase coupled \((f_1 + f_2)\) in Eq. 6.

The above expressions as described by Eqs. 5 and 6 represent a signal in which frequencies are time varying, as the frequencies in Eq. 5 are present only during the first 512 s of the data and the frequencies in Eq. 6 are present only in the last 512 s of the data. To illustrate the time-varying characteristics of Eqs. 5 and 6, we computed the smoothed pseudo-Wigner-Ville (SPWV) time-frequency spectrum, shown in Fig. 1B, along with its time-invariant power spectrum counterpart, shown in Fig. 1A. It can be seen that the difference between the power spectrum and the SPWV is that the former provides only the frequencies present in the signal, while the latter method provides concomitant time and frequency information. Although the SPWV provides time-varying characteristics of the frequencies present in the signal, neither the SPWV nor the power spectrum provides either the frequency or phase coupling present in these frequencies.

To detect phase and frequency coupling, the time-invariant bispectrum and time-varying bispectrum were used, and the results are shown in Figs. 2, A and B, respectively. For the time-invariant bispectrum, the result is based on using a model order of 20 in the OPS (16) as described in the APPENDIX. As discussed previously, only the phase-coupling peaks \((0.1, 0.04\) and \(0.2, 0.04\) Hz) including self-phase coupling \((0.1, 0.1\) Hz) should be present in the time-invariant bispectrum plot. Indeed, as shown in Fig. 2A, two prominent peaks due to phase coupling, at \(0.1, 0.04\) Hz and \(0.2, 0.04\) Hz, and a smaller magnitude peak at \(0.1, 0.1\) Hz, due to self-coupling, are identified. Note that the frequency coupling peak at \(0.27, 0.04\) Hz is not present in the time-invariant bispectrum. This is
because the frequency pair is only frequency coupled and not phase coupled. Note that detection of phase coupling with the time-invariant bispectrum requires both frequency and phase coupling. Although the time-invariant bispectrum shows the presence of the correct phase-coupling peaks at 0.1, 0.04 Hz and 0.2, 0.04 Hz, these peaks are inappropriately shown to occur over the entire duration of the simulation. As the simulation example was designed, the phase-coupled peak at (0.1, 0.04) Hz and (0.2, 0.04) Hz should only occurs for the first 512 s and the second 512 s, respectively.

As with the missing time information with the power spectrum, the time-invariant bispectrum also does not show the time during which phase coupling occurs; the (0.1, 0.04) Hz pair exists only in the first half of the signal, whereas the (0.2, 0.04) Hz pair exists in the second half of the signal. The information about when these frequency couplings occur is provided in Fig. 2B using the time-varying bispectrum approach. As noted above, the time-varying bispectrum is presented as a four-dimensional plot in which time is the additional variable. Figure 2B shows when the frequency coupling occurs. For the simulation example, the presence of frequency coupling at (0.1, 0.04) Hz and (0.27, 0.04) Hz for the first 512 s and only the frequency coupling at (0.2, 0.04) Hz for every time instant of the second 512 s is expected. Indeed, Fig. 2B illustrates that we have two frequency couplings, at (0.1, 0.04) Hz and (0.27, 0.04) Hz, shown in “x” and “o” lines, respectively, occurring during the first 512 s. In the last 512 s, we have a single frequency coupling occurring at (0.2, 0.04) Hz, shown in “+” lines. Note that a peak at (0.1, 0.04) Hz is detected even though it is a phase coupling, as the definition of phase coupling refers to the condition where both frequency and phase couplings are satisfied. One important difference between the time-invariant and time-varying bispectra is the inability of the time-varying bispectrum to distinguish peaks that are both frequency and phase coupled; it can only detect frequency coupling. On the other hand, as the time-invariant bispectrum involves averaging of the triple correlation over a number of data records, the peaks not phase coupled are suppressed in the resulting time-invariant bispectrum. However, the time-varying method calculates the instantaneous bispectrum and as such does not involve any averaging over time. Thus frequency coupling alone is required for a peak to appear in the time-varying bispectrum. However, this is not a
serious handicap in our analysis of renal autoregulation because phase coupling provides information on which signal component leads or lags. Without phase information, we may still reliably capture the dynamics of nonlinear interactions, albeit without knowledge of the lead/lag between the signal components.

The time-varying bispectrum estimation technique just presented is based on fitting an AR model to the signal. An AR model-based time-varying bispectrum is an extension of the time-invariant AR bispectrum (21), as the coefficients in Eq. A16 are functions of time. As is the case with the time-invariant bispectrum, an AR model-based time-varying bispectrum provides better frequency resolution as well as the capability to be more accurate in the face of noise corruption than non-model-based methods (21). To demonstrate this, we compare our time-varying bispectrum with a non-model-based time-varying bispectrum estimation technique, which relies on a moving-window scheme (11). This method assumes that within a small window, the signal is stationary, and the bispectrum is computed within this defined window. The final bispectrum is then the average of all windowed bispectra.

The simulated signal is based on Eqs. 5 and 6, and we also consider a case in which white noise is added to the clean signal so that the signal-to-noise ratio is 10 dB. All results are averaged based on 100 realizations of Monte Carlo simulations. The signal-to-noise ratio of 10 dB represents a signal in which the variance of the signal is approximately three times greater than the variance of the noise. Figure 3, left, top and bottom, shows the comparison of the AR time-varying bispectrum vs. the windowed time-varying bispectrum for a clean signal at time instant \( t = 1,024 \) s. As per our simulation, at \( t = 1,024 \) s we should observe a clear peak in the bispectrum at (0.2, 0.04) Hz. This peak is clearly seen in both the AR (our method) and windowed (method described in Ref. 11) bispectrum estimates, but the resolution is much greater and there are fewer spurious peaks with the AR time-varying bispectrum. The same simulation but with 10 dB of white noise corruption are shown in Fig. 3, right, top and bottom. Clearly, the AR method provides a higher resolution bispectrum estimate and is less affected by the noise corruption than the windowed bispectrum estimate. Although not shown, the AR bispectrum method consistently provides accurate results up to 0 dB of additive white noise and better results at these noise levels than does the windowed bispectrum approach.

To better explain the concept of a second-order nonlinear (quadratic) frequency coupling, we designed the following simulation in which signal \( y \) is generated as follows:

\[
y = s + s^2
\]

where \( s = \sin(2\pi f_1) + \sin(2\pi f_2) \) in which \( f_1 = 0.1 \) Hz and \( f_2 = 0.22 \) Hz. Using simple trigonometric identities, we may expand Eq. 7 to:

\[
y = 1 + \sin(2\pi f_1) + \sin(2\pi f_2) - \frac{\cos(2\pi (2f_1)) + \cos(2\pi (2f_2))}{2} + \cos(2\pi (f_1 - f_2)) - \cos(2\pi (f_1 + f_2))
\]

Therefore, the signal \( y \) contains components which oscillate at frequencies \( f_1, f_2, 2f_1, (f_1 - f_2), \) and \( (f_1 + f_2) \). Indeed, the time-frequency spectrum of \( y \) in Fig. 4A depicts these frequencies precisely and that these frequencies occur over all time, hence correctly suggesting that the signal is time invariant. Note that signal \( y \) was generated by quadratic frequency
frequency coupling. The time-varying bispectrum was estimated via Eq. A17, was then analyzed to detect those frequency pairs where QFC was statistically significant. To test whether the nonlinear phase coupling in the SFP time series is significant, the time-varying bispectral power value from Eq. A17 was calculated at every frequency pair and was used as an index to measure the degree of coupling. To ensure that the bispectral power does indeed provide statistical evidence of frequency coupling, we employed the white noise technique described in Ref. 5.

A statistical test was applied to the null hypothesis that there is no coupling. The threshold for this test was computed as follows: 100 realizations of a Gaussian white noise process with zero mean and unit variance were generated. An AR

coupling between signal components oscillating at frequencies $f_1$ and $f_2$. Neither the time-frequency spectrum plot nor power spectrum (not shown) provides information on the existence of this quadratic frequency coupling. On the other hand, the time-varying bispectrum at time instant $t = 97$ s clearly shows the existence of this quadratic frequency coupling, shown in Fig. 4B. This peak is a direct result of the existence of quadratic frequency coupling at the pair of frequencies at $f_1 = 0.1$ Hz and $f_2 = 0.22$ Hz.

Application to Experimental Data

We applied the time-varying bispectrum to detect QFC in the SFP data recordings from 15 SDR and 18 SHR as well as 12 each of SDR and SHR whole kidney blood flow recordings. Figure 5A, top and bottom, shows a typical tracing of SDR SFP data and its power spectrum, respectively. The power spectrum was computed using the MODCOVAR technique, as described in Eq. 1 (18). For this SFP record, shown in Fig. 5A, top, we observe dominant spectral peaks at $f_1 = 20$, $f_2 = 80$, $f_3 = 100$, and $f_4 = 120$ mHz, shown in Fig. 5A, bottom. We consider peaks at 20 and 100 mHz to be the characteristic frequencies of the TGF and myogenic mechanisms as these are in agreement with the previously reported frequency ranges of the TGF (20–50 mHz) and myogenic (100–200 mHz) mechanisms (8–10). The time-varying characteristics of these peaks are illustrated in Fig. 5B. To investigate whether peaks observed in the power spectral plot are spontaneously excited normal modes, coupled modes, or due to harmonic generation, and to determine whether these scenarios are time dependent, the time-varying bispectral analysis was estimated. A time-varying bispectral analysis is well suited to test whether the frequency modes observed in the power spectrum are spontaneously excited normal modes of the system or whether they are coupled modes, and whether they are time dependent. Furthermore, we can use the time-varying bispectrum to determine whether a frequency mode was due to harmonic generation (e.g., $f_i = 2f_j$) that is time dependent. Figure 5, C and D, shows the time-varying bispectral magnitude and its contour plots, respectively, obtained at time instant $t = 322$ s. The time-varying bispectral plots (Fig. 5, C and D) exhibit a dominant peak at the frequency pair (100, 20) mHz. Thus we conclude that the primary modes, $f_1 = 20$ mHz and $f_2 = 100$ mHz, interact and generate modes at $f_3 = 20$, $f_5 = 80$ mHz ($f_4 = f_1 + f_3$ and $f_5 = f_2 - f_1$). Note that these coupled modes correspond to nonlinear interactions between the myogenic and TGF mechanisms. Furthermore, a self-coupled peak is also observed at the TGF frequency.

Figure 5A provides typical SFP data from a SHR (top) and the resultant power spectrum (bottom). In addition, the corresponding time-varying spectrum is provided in Fig. 5B. There are greater time-varying characteristics than for the SDR, shown in Fig. 5B. We observe in Fig. 5A dominant spectral peaks at $f_1 = 50$, $f_2 = 70$, $f_3 = 100$, $f_4 = 120$, $f_5 = 140$, and $f_6 = 170$ mHz. We consider the peaks at 50 and 100 mHz to be the characteristic frequencies of the TGF and myogenic mechanisms as these are in agreement with the previously reported values (8–10). Time-varying bispectral analysis, justified by the time-varying characteristics of these peaks, was conducted to determine whether the peaks are due to nonlinear interactions between the TGF and myogenic mechanisms. The time-varying bispectral plots (Fig. 6, C and D) are shown for the time instant $t = 1,387$ s. The plots reveal a dominant peak at the frequency pair (120, 50) mHz. Thus we can conclude that the primary modes $f_1 = 50$ mHz and $f_2 = 120$ mHz interact and generate modes at $f_3 = f_1 + f_2 = 70$ mHz and $f_4 = f_3 + f_4 = 170$ mHz. The modes at $f_3 = 100$ mHz and $f_4 = 140$ mHz are harmonics of $f_1 = 50$ mHz and $f_2 = 70$ mHz, respectively ($f_3 = 2f_1$ and $f_4 = 2f_2$).

For each time series, the time-varying bispectrum was estimated at each sampled data point. The model order, $P$, as denoted in Eq. A10 in the APPENDIX, was estimated using the OPS, which we previously demonstrated to be one of the most accurate methods for finding model orders to date (16). The time-varying bispectrum, estimated via Eq. A17, was then analyzed to detect those frequency pairs where QFC was statistically significant. To test whether the nonlinear phase coupling in the SFP time series is significant, the time-varying bispectral power value from Eq. A17 was calculated at every frequency pair and was used as an index to measure the degree of coupling. To ensure that the bispectral power does indeed provide statistical evidence of frequency coupling, we employed the white noise technique described in Ref. 5.

A statistical test was applied to the null hypothesis that there is no coupling. The threshold for this test was computed as follows: 100 realizations of a Gaussian white noise process with zero mean and unit variance were generated. An AR
Fig. 5. A: Sprague-Dawley rats (SDR; normotensive) stop flow pressure (SFP) signal and its power spectrum. B: time-frequency representation of the signal. C: bispectrum of the SDR SFP signal at time instant $t = 322$ s. D: its contour view. The frequency pair at $(0.1, 0.02)$ Hz indicates the presence of quadratic frequency coupling.
Fig. 6. A: SHR (hypertensive) SFP signal and its power spectrum. B: time-frequency representation of the signal. C: bispectrum of the SHR SFP signal at time instant \( t \approx 1.387 \) s. D: its contour view. The frequency pair at (0.12, 0.05) Hz indicates the presence of quadratic frequency coupling.
model (with the same model order as that of the SFP and the whole kidney blood flow data) was fit to this process. A Kalman filter was used to estimate the mean time-varying AR coefficients. The time-varying bispectrum was estimated at each sampled data point, and at every instant the mean bispectral power was found by averaging over all frequencies. At a statistical significance level \( \alpha = 0.05 \) in our analysis, the \((1 - \alpha)\)th percentile of the bispectral power was taken to be the threshold. We thus obtained a time-varying bispectral threshold. This was compared with the bispectrum obtained from the stop pressure and whole kidney flow data to determine whether coupling was significant.

Because it is not possible to document the bispectral plot and QFC details for every time instant, we present our results in a summarized format. For each of the four data categories (SFP SDR, SFP SHR, whole kidney SDR, and whole kidney SHR), we provide summarized values of the following: 1) fraction of time when no significant QFC occurs, which is a measure of how often coupling does not occur; and 2) length of the longest coupling duration and mean length of continuous QFC (defined below).

We define duration of the QFC as those consecutive time instants where QFC is present. In addition, we impose an additional constraint on the consecutive duration of the QFC such that the difference between the myogenic frequencies at the current time instant and the previous time instant does not exceed the TGF frequency at the current time instant. This constraint is imposed to ensure that variations in the coupling frequency are not caused by changes in TGF alone and that they indeed reflect actual presence of the QFC. Figure 7 depicts the detection of coupling for a typical data set from each data category. The value 1 represents time instants where coupling is present while the value 0 represents the absence of coupling. It can be seen that QFC was detected a majority of the time in single nephron data for both SDR and SHR. Compared with SFP data, whole kidney data from both SDR and SHR exhibited less QFC.

To quantify the extent of the QFC in a time series, we computed the amount of time that QFC is absent. This number, expressed as a fraction of the total time duration, is a measure of the extent of the QFC in the signal. Histograms showing the distribution of this fraction for all experimental subjects for each type of data set are provided in Fig. 8. We can see that in single-nephron SDR data (SFP – SDR), this fraction was 0 in 12 out of 15 data sets. This means that in these 12 data sets, QFC was detected at each sampled data point. In SFP – SHR, this fraction was 0 in 5 of 18 data sets. There is no statistical difference in coupling duration between SFP – SHR vs. SFP – SDR, and WK – SDR vs. WK – SHR. However, whole kidney SDR data (WK – SDR) show less coupling duration than SFP – SDR and SFP – SHR (chi-square, \( P < 0.02 \)). Likewise, WK – SHR show less coupling duration than SFP – SDR and SFP – SHR (chi-square, \( P < 0.03 \)). Figure 9, A and B, plots the maximum length and mean length of the chains of continuous QFC, respectively, over different categories. It can be seen that maximum and mean chain lengths are significantly longer in SFP data than in whole kidney data for both SDR and SHR. These results indicate that the length of the chains in SFP data obtained from SDR was statistically the greatest among all data categories tested. Furthermore, even though chain length in SFP data from SHR was less than in SFP data from SDR, it was still significantly greater than chain lengths in whole kidney data.

Fig. 7. Detection of quadratic coupling over time in a typical time-varying bispectrum: A: SFP – SDR; B: SFP – SHR; C: whole kidney (WK) – SDR; D: WK – SHR. 1 \( \rightarrow \) instants where quadratic frequency coupling (QFC) is present. 0 \( \rightarrow \) instants where QFC is absent.
kidney data from either SDR or SHR. There was no significant difference between WK-SDR and WK-SHR for either maximum or mean chain lengths.

**DISCUSSION**

In this study, we developed and implemented a novel approach to detecting nonlinear interactions between TGF and the myogenic mechanism without the implicit assumption of stationarity of the signal. This was achieved by sequential calculations of Eqs. A16 and A17, which define the time-varying bispectrum. The validity of this approach was confirmed by using a simulated data set.

The main findings are that nonlinear couplings between TGF and the myogenic mechanism are found in both SFP and whole kidney blood flow data obtained from SHR and SDR using the time-varying bispectrum method, which we have developed for this application. No such coupling was obtained with this data using a time-invariant bispectrum (4) and time-invariant Volterra kernel approaches (3). Moreover, it was found that SFP data from both SDR and SHR exhibited more persistent coupling than did the whole kidney blood flow data obtained from either SDR or SHR. For example, mean coupling length was significantly longer for the SFP than the whole kidney for both SDR and SHR data.

Before the current study, we were limited to utilizing time-invariant bispectral methods because no accurate time-varying bispectral methods were available. In our recent study, we raised the possibility that the absence of nonlinear interactions in the SFP data from SHR may be due to time-varying characteristics, which the time-invariant bispectrum is not designed to capture (4). This motivated us to develop a time-varying version of the bispectrum to test this conjecture. The newly developed time-varying bispectrum is based on an AR model (with parameters estimated via Kalman filtering), which provides one of the highest time and frequency resolutions. This property ensures that even subtle time-varying dynamics (nonlinear coupling) can be detected using this time-varying bispectrum approach.

The time-invariant bispectrum is formulated based on the assumption that nonlinear couplings are stationary over all time segments. Thus it essentially provides the mean nonlinear couplings over the whole duration of the data. However, most physiological systems, including renal autoregulation, involve feedback loops, which are ultimately time dependent. In addition, under certain conditions physiological systems may only exhibit short-duration time-varying characteristics, which are then subsequently masked by time-invariant approaches.

It should be noted that the OPS (17), although an optimal model order estimation method, could produce some ambiguity in the choice of the optimum model order. In certain cases, an over- or underdetermined model order may lead to introduction of nonessential additional peaks or absence of essential peaks.
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in the bispectrum plot, respectively. To ascertain whether 
results are highly dependent on the choice of the selected 
model order, we also performed bispectral analysis with model 
orders that are both lower and greater than the chosen optimal 
model order (e.g., optimal ± 3). The time-varying bispectrum 
results did not fall within these confined bounds of the optimal 
model order, suggesting that the optimal choice of the model 
onder is not critical to the outcome.

Spectral methods (including the bispectrum) of data analysis 
are especially well suited for renal tubular data because both 
TGF and the myogenic mechanism exhibit self-sustained osc-
cillations (3, 8–10, 16, 26). The oscillations of the TGF system 
are the larger and slower of the two and can easily be detected 
as an oscillation in tubular pressure. The oscillations of the 
myogenic mechanism are smaller and more frequent and are 
not usually seen in tubular pressure recordings because the 
tubular compliance, acting as low-pass mechanical filter, re-
moves them. Special analytic techniques are required to detect 
the myogenic oscillations in records of tubular pressure (22, 27).

The SFP technique was designed to study TGF in the open 
loop mode. By blocking the tubular outflow path, the technique 
causes tubular pressure to rise above threefold until it approx-
imately equals the sum of glomerular capillary pressure and 
plasma colloid oncotic pressure. Tubular obstruction increases 
the magnitude of the oscillations in tubular pressure caused by 
the myogenic mechanism because the inhibitory effect of TGF 
is removed (19, 20), because the rise in tubular pressure 
distends the tubule (D. J. Marsh, personal observation), which 
should reduce the attenuation of pressure fluctuations caused 
by tubular compliance, and because a short, stiff, obstructed 
tubule has different resonance and mechanical filter properties 
than a long, relaxed, nonobstructed tubule.

Despite tubular blockade, a strong TGF signal persists in the 
tubular pressure. We described the phenomenon of nephr-
to-nephron coupling via signal conduction over the vascular 
wall (2, 6, 12, 23, 25); gap junctions formed by connexins 
provide the structural basis for this phenomenon (1). The 
coupling is stronger in SHR than in SDR, and synchronization 
of the chaotic tubular pressure signals persists in SHR (2, 24, 
25). Thus vascular signal conduction from nearby unobstructed 
nephrons is the most likely cause of the persistence of TGF 
signals in tubular pressure records from SFP experiments.

The results presented in this paper show more significant 
nonlinear interactions between TGF and the myogenic mech-
anism in measurements made from single nephrons than from 
whole kidney blood flow. Nephron-to-nephron communication 
promotes synchronization over nephrons supplied by a single 
cortical radial artery, but not among nephrons supplied by 
different cortical radial arteries (2, 6, 23, 25). As shown in this 
and other papers, there is frequency coupling between TGF and 
the myogenic mechanism in single nephrons (19, 20, 22). In a 
single kidney, because there are nephrons whose TGF oscilla-
tions occur over a range of frequencies, so too will there be a 
range of frequencies over which the myogenic oscillation 
occur, and the result would be reduced opportunities to 
observe the interaction between the two mechanisms in mea-
surements made in whole kidney blood flow.

The results of this study show the persistence of nonlinear 
interactions between TGF and the myogenic mechanism in 
SHR, when the tubular pressure signal from TGF becomes 
irregular (7, 24, 25); a previous study failed to detect them (4). 
There is no evidence that the myogenic mechanism is inhibited 
in hypertension, and one would expect that these interactions 
should persist, as this study confirms. Our present results show 
the importance of the new analytic methodology we presented 
and support additional efforts to explain the interaction of the 
two regulatory mechanisms in hypertension.

In summary, a novel time-varying bispectrum approach was 
developed to specifically account for nonstationarity, which in 
the past may have precluded the detection of nonlinear inter-
actions between the TGF and myogenic mechanisms in tubular 
pressure recordings as well as whole kidney data from SHR. 
Indeed, by accounting for nonstationarity in the data via the 
time-varying bispectrum, we found nonlinear interactions be-
tween the TGF and myogenic mechanisms in tubular pressure 
data from SDR and SHR as well as whole kidney data also 
from both SDR and SHR.
APPENDIX

To estimate the AR bispectrum, let \{y(1), y(2), ..., y(N)\} be the given tubular pressure data set. The AR process of the given tubular pressure data can be expressed as:

\[ y(n) + \sum_{i=1}^{p} a(i)y(n-i) = e(n) \]  
(Eq A1)

where \( e(n) \) are independent and identically distributed with \( E[e(n)] = 0 \), \( E[e^2(n)] = \beta \neq 0 \) and \( y(n) \) is independent of \( e(n) \) for \( m < n \). Multiplying both sides of Eq A1 by \( y(n-j)y(n-k) \) and then taking the expectation, the following is obtained

\[ R(j,k) + \sum_{i=1}^{p} a(i)R(j-i,k-i) = \beta \delta(j,k) \]  
(A2)

where \( R(j,k) \) is the third-order correlation function, and \( \delta(j,k) \) is the two-dimensional impulse response function. The impulse response function is the system's transfer function or admittance gain represented in the time domain. Equation A2 can be written in matrix form as \( Ra = b \) where,

\[
\begin{bmatrix}
    R(0, 0) & R(-1, -1) & \cdots & R(-P, -P) \\
    R(0, 1) & R(-1, 0) & \cdots & R(-P, 0) \\
    \vdots & \vdots & \ddots & \vdots \\
    R(0, P) & R(-1, P - 1) & \cdots & R(-P, P) \\
    R(1, 0) & R(0, -1) & \cdots & R(0, -P) \\
    \vdots & \vdots & \ddots & \vdots \\
    R(1, 1) & R(0, 0) & \cdots & R(1, -P) \\
    R(1, 2) & R(1, 1) & \cdots & R(1, 0) \\
    \vdots & \vdots & \ddots & \vdots \\
    R(P, P) & R(P - 1, P - 1) & \cdots & R(0, 0)
\end{bmatrix}
= \begin{bmatrix}
    1 \\
    a(1) \\
    \vdots \\
    a(P)
\end{bmatrix}
\begin{bmatrix}
    \beta \\
    0 \\
    \vdots \\
    0
\end{bmatrix}
\]

Since the true third-order correlation functions as defined above are not known, they are estimated by the following procedure: 1) form the third-order moment estimate, i.e., segment the data into \( K \) records of \( M \) samples each, i.e., \( N = KM \). Let \{\( y(i) \): \( i = 1, 2, \ldots, M \)\} be the data samples of the \( i \)-th record; 2) form the third-order moment estimate:

\[ r'(m,n) = \frac{1}{M} \sum_{i=p_1}^{p_2} y(l)y(i-l+m)y(i-l+n) \]  
(A4)

where \( i = 1, 2, \ldots, K; p_1 = \text{max}(0, -m, -n); \) and \( p_2 = \text{max}(M-1, M-1-m, M-1-n) \). The average \( r'(m,n) \) over all segments;

\[ R(m,n) = \frac{1}{K} \sum_{i=1}^{K} r'(m,n) \]  
(A5)

Solve the following matrix equation

\[ Ra = b \]  
(A6)

with the same matrix and vector notation shown in Eq A3. The desired AR parameters, \( a \), in Eq A6 are obtained using the least-squares method.

Once the AR parameters, \( a \), are estimated using Eq A6, the next goal is to compute the bispectrum estimate as

\[ B(\omega_1, \omega_2) = \beta H(\omega_1)H(\omega_2)H'(-\omega_1 - \omega_2) \]  
(A7)

where

\[ H(\omega) = \frac{1}{1 + \sum_{i=1}^{\infty} a(i)\exp(-j\omega m)} \]  
(Eq A8)

It should be noted that the following symmetry exists for the bispectrum:

\[ B(\omega_1, \omega_2) = B(\omega_2, \omega_1) = B'(\omega_1 - \omega_2, \omega_2) = B(-\omega_1, -\omega_2) \]

Furthermore, \( B(\omega_1, \omega_2) \) is periodic in \( \omega_1 \) and \( \omega_2 \) with period \( 2\pi \). Thus knowledge of the bispectrum in the region \( \omega_2 \geq 0, \omega_1 > \omega_2, \omega_1 + \omega_2 \leq \pi \) is sufficient for a complete description of the bispectrum (21).

Estimation of Time-Varying Coefficients Using the Kalman Filter

The method explained above can be used to obtain the time-invariant bispectrum of stationary signals. However, to estimate the time-varying bispectrum of nonstationary signals, we need to estimate the time-varying coefficients of the AR process. Consider a nonstationary AR process of order \( p \)

\[ y(k) = \sum_{i=1}^{p} a_i(k)y(k-i) + v(k) \]  
(A9)

where \( a_i(k) \) are the linear time-varying coefficients to be estimated, \( y(k) \) is the measured signal, and \( v(k) \) is additive Gaussian white noise. The coefficients of this system can be estimated using a Kalman filter (13). The Kalman filter is used to estimate the state \( x \) of a discrete time process that is governed by the linear stochastic equations:

\[ x(k) = Bx(k-1) + w(k-1) \]  
(A10)

with a measurement \( y \) that is given by

\[ y(k) = Cx(k) + v(k) \]  
(A11)

where \( w(k) \) and \( v(k) \) represent the process and measurement noise, respectively. In our application, the state \( x \) is the time-varying system coefficient we wish to estimate and the measurement \( y(k) \) is the available signal. The matrix \( B \) relates the state at the previous time step \( k - 1 \) to the state at the current step \( k \), while the matrix \( C \) in the measurement equation relates the state to the measurement \( y(k) \). In our application, the matrix \( B \) defined as \( B = 1 \) and the matrix \( C \) contains the data lag terms such that \( C = [y(k-1), y(k-2), \ldots, y(k-p)] \) where the model order \( p \) was defined in Eq A9. In relating Eqs A10 and A11 to Eq A9, these Eqs A10 and A11 can be written as

\[ \dot{a}(k) = B\dot{a}(k-1) + w(k) \]  
(A12)

\[ y(k) = C\dot{a}(k) + v(k) \]  
(A13)

where \( \dot{a}(k) \) now directly refers to the linear AR coefficients in Eq A9. The task is then to use a Kalman filter to estimate these \( \dot{a}(k) \) coefficients. The Kalman filter involves finding the linear mean square estimator given the measurements \( y(k) \).

The noise processes are assumed to be independent and white with normal probability distributions

\[ p(w) \sim N(0, Q) \]  
(A13)

\[ p(v) \sim N(0, R) \]  
(A14)

where the first and last arguments in the right side of Eq A13 represent zero-mean and variances of \( Q \) and \( R \), respectively.

The Kalman filter recursively uses a set of “prediction” and “correction” equations to obtain the state estimates. The Kalman filter we utilize is based on the minimum mean-squared error principle, known as the innovation approach (13). The prediction equations use the value of the state at the previous time step to project onto the
current time step and obtain an a priori estimate of the current state. The prediction equations are:

\[
\hat{a}_k = B\hat{a}_{k-1}
\]
\[
P_k = BP_{k-1}B^T + Q
\]

where \( P \) is the prediction error covariance, the superscript “−” indicates a priori estimates and the subscript denotes the time instant. The prediction error is defined as

\[
e_k = y_k - C\hat{a}_k
\]

and the prediction error covariance as

\[
P_k = E[e_k e_k^T]
\]

Once the state and error covariance have been projected onto the current time step, the correction equations are used to obtain a more accurate estimate of the current state by utilizing the value of the measurement at the current time.

The correction equations are:

\[
K_k = P_k C^T (C P_k C^T + R)^{-1}
\]
\[
\hat{a}_k = \hat{a}_k + K_k (y_k - C\hat{a}_k)
\]
\[
P_{k|k} = (I - K_k C) P_k
\]

where \( K_k \) is known as the Kalman gain and is defined as that gain factor that minimizes the a posteriori error covariance, and \( R \) is the covariance matrix of the measurement noise \( \nu(k) \). The last two equations of (A15) are known as the measurement update (13).

By recursively using the prediction and correction equations, we can estimate the AR coefficients, \( a(k) \) at each sampled data point. The instantaneous system transfer function is then given by

\[
H(k, f) = \frac{1}{[1 + \sum_{\rho=1} a(k) \exp(-j2\pi \rho f)]} \quad |f| \leq 0.5 \text{ Hz}
\]

The time-varying bispectrum can be obtained by

\[
B(k, f_1, f_2) = H(k, f_1)H(k, f_2)H^*(k, f_1 + f_2)
\]

By using the Kalman filter, the linear time-varying coefficients \( a(k) \) and a linear filter \( H(k, f) \) in Eq. A16 can be obtained at each sampled data point. A time-varying bispectrum can be estimated at each sampled data point by the triple product of linear filters shown in Eq. A17. The time-varying bispectrum in Eq. A17 is nonlinear because it is the result of this triple product of linear time-varying filters. Thus it should be noted that the extended Kalman filter, which is primarily used for nonlinear systems, does not need to be employed as the time-varying coefficients in Eq. A16 are linear and a standard linear Kalman filter can be used to estimate these coefficients. For further details on the implementation of the Kalman filter, see reference (13).
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